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Growing…	  

•  Systems	  against	  misconduct	  
•  Concerns	  for	  scienIfic	  integrity	  
•  Awareness	  of	  integrity/misconduct	  	  
•  Misconduct?	  
•  Biases	  in	  the	  literature	  
•  Subtlety	  of	  misbehaviours?	  
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(RED=Research	  InsItuIon’s	  DefiniIon;	  X=unofficial	  definiIon)	  	  

(Fanelli	  2011,	  in	  PromoIng	  Research	  Integrity	  in	  a	  Global	  Environment)	  

(Formal	  definiIons	  of	  misconduct,	  by	  country	  and	  year)	  



Growing	  process	  
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for Research Integrity published by 
ALLEA and the European Science 
Foundation5 are all steps in the right 
direction. However, these initiatives 
do not guarantee a unifi ed approach 
throughout Europe. Thus, for 
example, the Hungarian guideline 
contains marked discrepancies from 
the European Code of Conduct for 
Research Integrity, although it claims 
to be based on this code.

Finally, we had great diffi  culty in 
retrieving the guidelines of several 
countries. If these guidelines are so 
hard to fi nd, how can they then serve as 
a framework for researchers? Moreover, 
how can researchers cooperate in 
international research projects with 
such diversity in guidelines? We have 
to conclude that European countries 
are not yet united when it comes to 
guiding scientifi c integrity.
We declare that we have no confl icts of interest.

research misconduct and promotion 
of research integrity (fi gure). Only 
Denmark and Norway have a specifi c 
law to deal with research misconduct, 
and many countries have multiple 
guidelines with seemingly little 
internal consensus. Not one list of 
principles or one defi nition is identical 
in any two guidelines (except for 
Denmark and Norway).

Fabrication, falsifi cation, and pla-
giar ism are evoked most frequently 
as forms of misconduct, although 
several guidelines recognise other 
possible forms. Some guidelines make 
explicit gradations and distinguish 
serious misconduct, such as data 
fabrication, from less serious forms, 
such as denying deserved authorship. 
Similar forms of misconduct are 
sometimes judged diff erently by 
diff erent guidelines. For example, one 
Swedish guideline qualifi es continued 
carelessness as misconduct, whereas 
Finnish guidelines consider careless-
ness as less serious than fabrication, 
which is qualifi ed as fraud. The 
notions of intention, negligence, or 
deceit feature explicitly in certain 
defi nitions of misconduct, although 
the establishment of intentionality is 
acknowledged to be diffi  cult.

The guidelines advocate various 
possible actions to prevent mis conduct, 
although some also acknowledge that 
total prevention is impossible. Training 
and education in good research practice 
feature regularly, especially directed 
towards junior scientists. Only the Irish 
guidelines explicitly stress the need to 
instruct senior researchers also.

The observed heterogeneity in 
guidelines within and between 
European countries results in a 
confusing situation. We therefore 
support pleas for harmonisation of 
the guidance on research integrity 
in Europe.2 The Memorandum on 
Scientifi c Integrity published by All 
European Academies (ALLEA) and 
others,3 the European Scientifi c 
Misconduct Strategy published by 
the European Research Council,4 
and the European Code of Conduct 

are part of the European Medicines 
Agency working groups that are 
looking into the mechanics of exactly 
how to do this, and we await the 
report of their fi ndings later this year.
I am Chief Executive Offi  cer of the Association of the 
British Pharmaceutical Industry.

Stephen Whitehead
swhitehead@abpi.org.uk
Association of the British Pharmaceutical Industry, 
London SW1E 6QT, UK

1 Horton R. Offl  ine: Falling out with pharma. 
Lancet 2013; 381: 358.

2 Ethical Standards in Health & Life Sciences 
Group. Guidance on collaboration between 
healthcare professionals and the pharmaceutical 
industry. http://www.abpi.org.uk/our-work/
library/guidelines/Pages/collaboration-
guidance.aspx (accessed March 11, 2013).

3 ABPI. The code of practice for the 
pharmaceutical industry second 2012 edition. 
http://www.abpi.org.uk/our-work/library/
guidelines/Pages/code-2012.aspx (accessed 
March 11, 2013).

4 IFPMA, EFPIA, JPMA, PhRMA. Joint position on 
the disclosure of clinical trial information via 
clinical trial registries and databases. http://
clinicaltrials.ifpma.org/clinicaltrials/fi leadmin/
fi les/pdfs/EN/November_10_2009_Updated_
Joint_Position_on_the_Disclosure_of_Clinical_
Trial_Information_via_Clinical_Trial_Registries_
and_Databases.pdf (accessed March 11, 2013).

Guidance on research 
integrity: no union in 
Europe

To clarify the regulatory framework 
regarding research integrity in Europe, 
we analysed national offi  cial guidance 
docu ments on scientifi c integrity 
in the 27 countries of the European 
Union plus the four countries of the 
European Free Trade Association—
ie, Iceland, Liechtenstein, Norway, 
and Switzerland. We found a highly 
heterogeneous picture.

No guidelines could be analysed 
for 12 countries (13% of the target 
population’s published output1). We 
retrieved and analysed 49 guidelines, 
published by 19 countries (see 
appendix for methods and detailed 
results). In general, the Nordic 
countries and most countries of 
central and western Europe have 
national guidelines to address 

Countries having a national framework to deal with research integrity or misconduct, 
established by law
Countries having a national framework (or equivalent) to deal with research integrity 
or misconduct, not established by law
Countries that do not have a national framework to deal with research integrity or 
misconduct
Countries where no guideline could be identified or analysed

Figure: Classifi cation of countries belonging to the European Union and European 
Free Trade Association according to some broad categories defi ned by how they 
deal with scientifi c integrity
Adapted from http://europa.eu/europedirect/meet_us/interactive_map/index_en.htm.

See Online for appendix

(Godecharle,	  et	  al	  2013,	  The	  Lancet)	  



Growing	  literature	  on	  scienIfic	  
misconduct	  
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Growing concerns 

•  Growing competition for jobs/funding 
•  Winners (individuals, institutions, journals) 

determined by publications/citations/impact 
•  Everyone striving for constant novelty/ high 

impact 

[Publish	  or	  perish	  cartoon]	  



Growing article productivity 
& career insecurity 

terms of T! scientists are better skilled to produce more pa-
pers than their older colleagues at the same point in their
scientific career. It is a matter of debate whether the differ-
ences in a are due to better adaptation of young people to
technological achievements "i.e., computers and the Inter-
net!, or they result from the rough competition between re-
searchers, and are one of the syndromes of the publish-or-
perish phenomenon. In the next section, exploiting relations
"3! and "4!, we will show that regardless of the reasoning the
explanation of accelerated productivity naturally emerges as
a result of the treatment of the scientific community by
means of methods borrowed from equilibrium statistical
physics.

III. THEORETICAL APPROACH TO SCIENTIFIC
PRODUCTIVITY—DENSITY-OF-STATES UNDERLYING

THE SCIENTIFIC COMMUNITY

In sociometrics, explanations of highly skewed histo-
grams of scientific productivity N"x! "see Fig. 3! are gener-
ally of two "not necessarily exclusive! types #15$. The sacred
spark "i.e., heterogeneity! hypothesis says that the observed
discrepancies in scientific productivity originate in substan-
tial, predominated differences among scientists in their abil-
ity and motivation to do creative research, while the accu-
mulative advantage "i.e., reinforcement! hypothesis #12,16$
claims that due to a variety of social and other mechanisms,
productive scientists are likely to be even more productive in
the future. According to the first hypothesis, skewed distri-
butions of hidden attributes characterizing scientists natu-
rally lead to the skewed distribution of productivity, whereas
the second hypothesis argues that the observed fat-tailed his-
togram N"x! results from sophisticated stochastic processes
underlying scientific productivity "see, e.g., Refs. #4,17$!.

In this section we will present an alternative explanation
of the skewed productivity distributions. Since we have al-
ready noticed that the fat tail of the distribution P"x!
=N"x! /N characterizing the set of all authors listed in IN-
SPEC is due to long-life scientists "cf., Fig. 3!, in the follow-
ing we shall only concentrate on distributions P"x ; t ,T!
=N"x ; t ,T! /N"T! characterizing T cohorts "see Fig. 4!. In or-

der to describe the scientific community, we will exploit the
maximum entropy principle #18,19$, and we will adopt some
of the fundamental concepts from equilibrium statistical me-
chanics "like statistical ensemble, phase space, and density of
states!. We will also argue that our approach does not con-
tradict the sociological hypothesis mentioned at the begin-
ning of the section.

In physics, the notion of statistical ensemble means a very
large number of mental copies of the same system taken all
at once, each of which represent a possible state that the real
system might be in. When the ensemble is properly chosen it
should satisfy the ergodicity condition, which guarantees that
the average of a thermodynamic quantity across the members
of the ensemble is the same as the time average of the quan-
tity for a single system.

In our approach we will identify a representative of a
given T cohort with a physical system, and we will try to
describe such a system "i.e., a long-life scientist! in terms of
statistical physics. Since "at least now! we do not have access
to parallel worlds, in our approach a large group of copies of
the same scientist will be replaced with a large set of mac-
roscopically similar long-life scientists, i.e., scientists be-
longing to the same T cohort, and taken at a given point in
their scientific career != t−T. Here, the assumption of mac-
roscopic similarity means that the considered scientists are
exposed to the same external field "influence! ""t ,T!, which
forces "motivates! scientists to publish an average number of
publications %x&"t ,T!. The external field "influence! " has the
same meaning as the inverse temperature #= "kT!−1, which
determines the average energy %E& in the canonical ensemble
#20$.

Now, suppose that one would like to establish probability
distribution P"$! over a given T cohort at time t, where

$ = 'y1,y2, . . . ,yn( "5!

stands for states "i.e., microstates! of a single scientist, who
belongs to the considered cohort or ensemble. "Let us ex-
plain that the parameters yi are coordinates of a hidden phase
space underlying the scientific community, and determining
scientific productivity

x = x"$! = x"y1,y2, . . . ,yn! . "6!

Of course, there exists a number of such parameters, includ-
ing research field, IQ level, age, number of co-workers, mo-
tivation, funds, etc., but as it turns out in the rest of this
section a few important findings about our ensembles may be
obtained even without detailed knowledge on the param-
eters.! Due to the maximum entropy school of statistical
physics initiated by Edwin T. Jaynes in 1957 #18,19$, the best
choice for the distribution P"$! is the one that maximizes
the Shannon entropy

S = − )
$

P"$!ln P"$! , "7!

subject to the constraint

FIG. 6. Acceleration parameter a and initial velocity b versus
cohort parameter T. As previously, points represent data retrieved
from INSPEC, whereas solid lines express a trend in the data.

ANALYSIS OF SCIENTIFIC PRODUCTIVITY USING… PHYSICAL REVIEW E 75, 026103 "2007!

026103-5

(Fronczak et al. 2007, Physical Review E) 

(Study on all INSPEC authors, i.e. physical sciences) 
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POLICYFORUM

            M
any national governments have 
implemented policies providing 
incentives for researchers to pub-

lish, especially in highly ranked international 
journals. Although still the top publishing 
nation, the United States has seen its share 
of publications decline from 34.2% in 1995 
to 27.6% in 2007 as the number of articles 
published by U.S. scientists and engineers 
has plateaued and that of other countries has 
grown ( 1,  2). Hicks ( 3) argues that the two 
events are not unrelated: The decline in the 
relative performance of the United States 
relates to increased international competition 
engendered by newly adopted incentives that 
have crowded out some work by U.S. authors.

We investigate how changes in incentives 
to publish implemented at the country level 
relate to the number of submissions and pub-
lications and the acceptance rates to the jour-
nal Science for 27 OECD (Organization for 
Economic Cooperation and Development) 
countries and 3 OECD-monitored countries 
(China, Russia, and Singapore) for the period 
2000–09. We further differentiate by type of 
incentive. Our analysis shows that the intro-
duction of incentives by a country is associ-
ated with an increase in submissions by the 
country; the relation is particularly strong 
between cash bonuses and submissions. We 
fi nd some indication that publications relate 
to career-based incentives.

Incentives

Incentives for faculty to publish have a long 
history in the United States and Canada. 
Promotion and tenure, as well as compen-
sation, depend to a considerable extent on a 
faculty member’s publication record ( 4). An 
active labor market exists for highly produc-
tive faculty, who often increase their salaries 
by receiving offers from alternative institu-
tions. In many other countries, incentives for 
faculty to publish in international journals 

have been less strong with regard to salary 
and promotion. Funding for research often 
did not emphasize publications in interna-
tional journals. Departments often received 
funds based on enrollment numbers and 
number of personnel.

Incentives to publish in international jour-
nals began to be more widespread in the 1980s. 
In some countries, incentives apply only to sci-
ence and engineering; in other countries, they 
apply to a wider range of disciplines. The UK 
took the lead with adoption of the Research 
Assessment Exercise (RAE) in 1986, which 
allocates national funds to departments on the 
basis of past performance and peer review. A 
number of factors are included in the rank-
ings, but publications constitute the core for 
science and engineering (5, 6). 

The UK reform provided an example for 
governments worldwide. Australia and New 
Zealand drew on the RAE to put in place 
policy reforms for funding academic institu-
tions whereby better-performing institutions 
receive more funding than lower-performing 
ones and, thus, have more resources to com-
pete in the job market for scientists. Norway, 
Belgium, Denmark, and Italy started similar 
policies during the past decade for allocating 
a share of the budget [table S1, supporting 
online material (SOM)].

Other countries focus on incentives 
directed at individuals rather than institu-
tions. Germany and Spain made reforms in 
the mechanisms that regulate access to uni-
versity careers, promotion, and salary, link-
ing them more tightly to international publi-
cations. In Spain, a national agency was put 
in place to assess the performance of young 

recruits and to decide ten-
ure and promotions. In 
Germany, reforms were 
made that allow univer-
sities to link salaries to 
research performance 
(table S1, SOM).

Some countries have 
introduced a system of 

cash bonuses to individuals for each arti-
cle published in a top international scientifi c 
journal. Turkey introduced in 2008 a national 
agency that collects publication data and, for 
each article, pays a cash bonus equivalent to 
~7.5% of the average faculty salary ( 7,  8). 
The Chinese Academy of Sciences adopted a 
bonus policy in 2001. Rewards vary by insti-
tute but represent a large amount of cash com-
pared with the standard salary of the research-
ers. Bonuses are particularly high for publica-
tions in journals such as Science and Nature 
( 9). The Korean government inaugurated a 
similar policy in 2006 whereby 3 million won 
(roughly U.S. $2800) is paid to the fi rst and 
corresponding authors on papers in key jour-
nals such as Science, Nature, and Cell ( 10).

Data and Models

We studied the journal Science because of 
its high impact factor and international and 
interdisciplinary scope. Moreover, the annual 
number of published articles has remained 
fairly constant at ~800. During the 10-year 
study period, fi rst authors from 144 differ-
ent countries submitted 110,870 original 
research articles; 7.3% of these submissions 
were accepted for publication, with first 
authors from 53 different countries ( 11,  12).

We analyzed funding and reward policies 
for 30 countries, which collectively repre-
sent 95% of all articles submitted and 99% 
of all articles published in Science during the 
period (see chart and table). Eleven of the 30 
countries have introduced reforms and poli-
cies related to incentives to publish in interna-
tional journals in the past 10 years. Incentives 
are subdivided into three categories: policies 

Changing Incentives to Publish

SCIENCE POLICY

Chiara Franzoni, 

1

 Giuseppe Scellato, 

2 ,3

 Paula Stephan 

4 ,5 ,6 

*   

National incentive policies relate to increases 

in research article submissions and 

publications in Science.

1Department of Industrial Engineering and Management, 
Politecnico di Milano, 20133 Milan, Italy. 2Department of 
Production Systems and Business Economics, Politecnico di 
Torino, 10129 Turin, Italy. 3Bureau of Research on Innovation, 
Complexity and Knowledge, Collegio Carlo Alberto, 10024 
Moncalieri, Italy. 4Andrew Young School of Policy Studies, 
Georgia State University, Atlanta, GA 30302, USA. 5Depart-
ment of Economics Cognetti de Martiis, University of Torino, 
10124 Turin, Italy.  6National Bureau of Economic Research, 
Cambridge, MA 02138, USA.

*Author for correspondence. E-mail: pstephan@gsu.edu
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(Franzoni	  et	  al.	  2011,	  Science)	  

Growing submission rates to top-journals 



Growing misconduct “records” 



•  Charles	  Babbage	  (1830).	  Reflec%ons	  
on	  the	  decline	  of	  science	  in	  England,	  
and	  on	  some	  of	  its	  causes	  
– Hoaxing	  
–  Forging	  
–  Trimming	  
–  Cooking	  

Is misconduct really growing? 



Growing	  retracIons	  ó	  Growing	  misconduct?	  

Misconduct accounts for the majority of retracted
scientific publications
Ferric C. Fanga,b,1, R. Grant Steenc,1, and Arturo Casadevalld,1,2

Departments of aLaboratory Medicine and bMicrobiology, University of Washington School of Medicine, Seattle, WA 98195; cMediCC! Medical
Communications Consultants, Chapel Hill, NC 27517; and dDepartment of Microbiology and Immunology, Albert Einstein College of Medicine, Bronx, NY 10461

Edited by Thomas Shenk, Princeton University, Princeton, NJ, and approved September 6, 2012 (received for review July 18, 2012)

A detailed review of all 2,047 biomedical and life-science research
articles indexed by PubMed as retracted on May 3, 2012 revealed
that only 21.3%of retractionswere attributable to error. In contrast,
67.4% of retractions were attributable to misconduct, including
fraud or suspected fraud (43.4%), duplicate publication (14.2%), and
plagiarism (9.8%). Incomplete, uninformative or misleading retrac-
tion announcements have led to a previous underestimation of the
role of fraud in the ongoing retraction epidemic. The percentage of
scientific articles retracted because of fraud has increased ∼10-fold
since 1975. Retractions exhibit distinctive temporal and geographic
patterns that may reveal underlying causes.

bibliometric analysis | biomedical publishing | ethics | research misconduct

The number and frequency of retracted publications are im-
portant indicators of the health of the scientific enterprise,

because retracted articles represent unequivocal evidence of
project failure, irrespective of the cause. Hence, retractions are
worthy of rigorous and systematic study. The retraction of flawed
publications corrects the scientific literature and also provides
insights into the scientific process. However, the rising frequency
of retractions has recently elicited concern (1, 2). Studies of se-
lected retracted articles have suggested that error is more com-
mon than fraud as a cause of retraction (3–5) and that rates of
retraction correlate with journal-impact factor (6). We undertook
a comprehensive analysis of all retracted articles indexed by
PubMed to ascertain the validity of the earlier findings. Retracted
articles were classified according to whether the cause of re-
traction was documented fraud (data falsification or fabrication),
suspected fraud, plagiarism, duplicate publication, error, un-
known, or other reasons (e.g., journal error, authorship dispute).

Results
Causes of Retraction. PubMed references more than 25 million
articles relating primarily to biomedical research published since
the 1940s. A comprehensive search of the PubMed database in
May 2012 identified 2,047 retracted articles, with the earliest
retracted article published in 1973 and retracted in 1977. Hence,
retraction is a relatively recent development in the biomedical
scientific literature, although retractable offenses are not neces-
sarily new. To understand the reasons for retraction, we consulted
reports from the Office of Research Integrity and other published
resources (7, 8), in addition to the retraction announcements in
scientific journals. Use of these additional sources of information
resulted in the reclassification of 118 of 742 (15.9%) retractions in
an earlier study (4) from error to fraud. A list of 158 articles for
which the cause of retraction was reclassified because of consul-
tation of secondary sources is provided in Table S1. For example,
a retraction announcement in Biochemical and Biophysical Re-
search Communications reported that “results were derived from
experiments that were found to have flaws in methodological
execution and data analysis,” giving the impression of error (9).
However, an investigation of this article conducted by Harvard
University and reported to the Office of Research Integrity in-
dicated that “many instances of data fabrication and falsifica-
tion were found” (10). In another example, a retraction notice

published by the authors of a manuscript in the Journal of Cell
Biology stated that “In follow-up experiments . . . we have shown
that the lack of FOXO1a expression reported in figure 1 is not
correct” (11). A subsequent report from the Office of Research
Integrity states that the first author committed “research mis-
conduct by knowingly and intentionally falsely reporting . . . that
FOXO1a was not expressed . . . by selecting a specific FOXO1a
immunoblot to show the desired result” (12). In contrast to earlier
studies, we found that the majority of retracted articles were
retracted because of some form of misconduct, with only 21.3%
retracted because of error. The most common reason for re-
traction was fraud or suspected fraud (43.4%), with additional
articles retracted because of duplicate publication (14.2%) or
plagiarism (9.8%). Miscellaneous reasons or unknown causes
accounted for the remainder. Thus, for articles in which the
reason for retraction is known, three-quarters were retracted
because of misconduct or suspected misconduct, and only one-
quarter was retracted for error.

Temporal Trends. A marked recent rise in the frequency of re-
traction was confirmed (2, 13), but was not uniform among the
various causes of retraction (Fig. 1A). A discernible rise in re-
tractions because of fraud or error was first evident in the 1990s,
with a subsequent dramatic rise in retractions attributable to
fraud occurring during the last decade. A more modest increase
in retractions because of error was observed, and increasing
retractions because of plagiarism and duplicate publication are
a recent phenomenon, seen only since 2005. The recent increase
in retractions for fraud cannot be attributed solely to an increase
in the number of research publications: retractions for fraud or
suspected fraud as a percentage of total articles have increased
nearly 10-fold since 1975 (Fig. 1B).

Geographic Origin and Impact Factor. Retracted articles were auth-
ored in 56 countries, and geographic origin was found to vary
according to the cause for retraction (Fig. 2). The United States,
Germany, Japan, and China accounted for three-quarters of
retractions because of fraud or suspected fraud. China and India
collectively accounted for more cases of plagiarism than the
United States, and duplicate publication exhibited a pattern sim-
ilar to that of plagiarism. The relationship between journal impact
factor and retraction rate was also found to vary with the cause of
retraction. Journal-impact factor showed a highly significant cor-
relation with retractions because of fraud or error but not with
those because of plagiarism or duplicate publication (Fig. 3 A–C).
Moreover, the mean impact factors of journals retracting articles

Author contributions: F.C.F., R.G.S., and A.C. designed research, performed research, an-
alyzed data, and wrote the paper.

The authors declare no conflict of interest.

This article is a PNAS Direct Submission.
1F.C.F., R.G.S., and A.C. contributed equally to this work.
2To whom correspondence should be addressed. E-mail: arturo.casadevall@einstein.yu.
edu.

This article contains supporting information online at www.pnas.org/lookup/suppl/doi:10.
1073/pnas.1212247109/-/DCSupplemental.
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Fraud Breeds Retractions
An analysis of retractions dating back to 1977 shows that most papers are retracted due to
misconduct.

By Sabrina Richards | October 1, 2012

Scientific misconduct contributes to more retractions than previously realized, according to a new
analysis published today (October 1) in Proceedings of the National Academy of Sciences. Using
retractions indexed in Pubmed, researchers found that fabrication, falsification, and duplication led to
more retractions than error or plagiarism.

“Tracking down these corrections and retractions to find out what is going on is really innovative,” said
David Resnik, a bioethicist at the National Institute of Environmental Health Sciences, who did not
participate in the research. It turns out that “a high percentage of time, there really some kind of
misconduct” behind retractions.

Previous studies suggested that error, not ethical lapses, prompted most retractions. In order to get a
clearer sense of what mistakes led to scientific studies being pulled from the literature, lead author
Arturo Casadevall at Albert Einstein College of Medicine and his colleagues identified more than 2,000
articles listed in Pubmed as retracted since the first identified article was retracted in 1977. They then
assigned the papers to categories based on the reason for retraction: fraud or suspected fraud (including
falsification, and fabrication), error, plagiarism, duplication, or other. When Casadevall's team used
several sources (including Office of Research Integrity reports and retraction notices in journals) to
assign cause, the reasons for retraction were less clear. Sometimes, the retracting scientists’ explanation
referred to errors while official reports described misconduct, for example.

This agrees with Resnik’s work, which shows that scientists being disciplined for misconduct often avoid
mentioning ethical breaches in their accounts and instead blame error.

While about 21 percent of papers retracted were retracted due to error, more than twice that number
(43 percent) were retracted due to fraud or suspected fraud. Only 14 percent were retracted due to
duplicate publication, and less than 10 percent were retracted because of plagiarism. Overall, the rate of
retractions is on the rise, the team found, and journals with higher impact factors (IF) are hardest hit by
fraud.

Nicholas Steneck, an ethicist at the University of Michigan who did not participate in the research, was
not surprised that fraud underlies most retractions. Nevertheless, it is important to document the
phenomenon, said Steneck, suggesting that journal editors occasionally avoid pursuing retractions that
would be controversial. Steneck believes that the rise in retractions in recent years is primarily due to
increased vigilance, but Casadevall disagrees. He believes that increased scrutiny would markedly
shorten the time to retraction seen in fraud-related retractions at high impact journals, but he and and
first author Ferric Fang found the time between publication and retraction was only slightly shorter at
higher IF journals.
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Retractions in the scientific literature:
is the incidence of research fraud increasing?
R Grant Steen

ABSTRACT
Background Scientific papers are retracted for many
reasons including fraud (data fabrication or falsification)
or error (plagiarism, scientific mistake, ethical problems).
Growing attention to fraud in the lay press suggests that
the incidence of fraud is increasing.
Methods The reasons for retracting 742 English
language research papers retracted from the PubMed
database between 2000 and 2010 were evaluated.
Reasons for retraction were initially dichotomised as
fraud or error and then analysed to determine specific
reasons for retraction.
Results Error was more common than fraud (73.5% of
papers were retracted for error (or an undisclosed
reason) vs 26.6% retracted for fraud). Eight reasons for
retraction were identified; the most common reason was
scientific mistake in 234 papers (31.5%), but 134 papers
(18.1%) were retracted for ambiguous reasons.
Fabrication (including data plagiarism) was more
common than text plagiarism. Total papers retracted per
year have increased sharply over the decade (r¼0.96;
p<0.001), as have retractions specifically for fraud
(r¼0.89; p<0.001). Journals now reach farther back in
time to retract, both for fraud (r¼0.87; p<0.001) and for
scientific mistakes (r¼0.95; p<0.001). Journals often
fail to alert the naı̈ve reader; 31.8% of retracted papers
were not noted as retracted in any way.
Conclusions Levels of misconduct appear to be higher
than in the past. This may reflect either a real increase in
the incidence of fraud or a greater effort on the part of
journals to police the literature. However, research bias
is rarely cited as a reason for retraction.

INTRODUCTION
Accusations that research is tainted by bias have
become commonplace in the news media. The
ClimateGate scandal arose when climate change
critics hacked into a research database at the
Universityof EastAnglia, evaluated thedatawithout
authorisation andwent public with accusations that
data had been selectively published and perhaps even
falsified.1 More recently, a scientist at Harvard has
been accused of biasing or falsifying data that show
tamarin monkeys can learn algebraic rules.2

Yet it can be very hard to prove allegations of bias
in the scientific literature. What has been called bias
can potentially also be explained by unfavourable
primary outcome findings that force a focus on
secondary outcomes, problems in measurement of
an outcome variable, changes mandated by
reviewers, ambiguous or non-significant findings
that may make authors reluctant to submit or
journals reluctant to publish, errors that were
corrected during data analysis, or simply lack of time
and inclination to publish unexciting findings.3

For these reasons, it seems that probing allega-
tions of bias may be an ineffective means to study
the integrity of the scientific enterprise. If the goal
is to characterise the veracity of science, it may be
more useful to examine papers that have been
retracted from the literature to determine the
reasons for retraction.4 5 This approach may be
more objective than other approaches; bias is often
in the eye of the beholder,6 whereas retraction is
akin to the death of a paperdan unambiguous end
point.7

We postulate that the media focus on the integ-
rity of science is a rational response to an actual
increase in the rate of retraction. Our hypothesis is
that the incidence of research fraud has indeed
increased in recent years.

METHODS
Every research paper that was noted as retracted in
the PubMed database from 2000 to 2010 was
evaluated.4 PubMed was searched on 22 January
2010 using the limits of ‘items with abstracts,
retracted publication, English.’ A total of 788
retracted papers were identified, all of which were
exported from PubMed and saved as a text file
(available upon request). Formal retraction notices
could not be obtained for 46 papers (5.8% of all
retracted papers), so the reason these papers were
retracted cannot be assessed.5

The 742 papers for which retraction notices
could be obtained were evaluated to determine the
reason(s) for retraction. Initially, reasons for
retraction were dichotomised as fraud (manipula-
tion of data) or error (all other causes).5 Each
retraction notice was then re-evaluated to deter-
mine detailed reasons for retraction. An effort was
made to formalise a definition for every identified
cause of retraction so that the reasons for retraction
could be scored systematically. If a retraction notice
noted several reasons for retraction, all reasons were
tabulated. In cases where the retraction notice was
vague, a ‘best guess’ was made as to the cause,
although some retraction notices gave no infor-
mation at all so an ‘unstated’ category was set up.
Additional information about each retracted

article was tabulated including: first author
surname; number of authors; country of address of
first author; year of publication; year of retraction;
journal of publication; and journal impact factor.
Journal impact factor was determined using the ISI
Web of Knowledge (Thomson Reuters) ‘Journal
Citation Reports, Science Edition’ for 2008 (last
available year).
To determine if the incidence of retraction for

fraud (fabrication + falsification) has increased in
recent years, the number of fraudulent papers was
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A Sharp Rise in Retractions Prompts
Calls for Reform
By CARL ZIMMER

In the fall of 2010, Dr. Ferric C. Fang made an unsettling discovery. Dr. Fang, who is
editor in chief of the journal Infection and Immunity, found that one of his authors had
doctored several papers.

It was a new experience for him. “Prior to that time,” he said in an interview, “Infection
and Immunity had only retracted nine articles over a 40-year period.”

The journal wound up retracting six of the papers from the author, Naoki Mori of the
University of the Ryukyus in Japan. And it soon became clear that Infection and
Immunity was hardly the only victim of Dr. Mori’s misconduct. Since then, other
scientific journals have retracted two dozen of his papers, according to the watchdog blog
Retraction Watch.

“Nobody had noticed the whole thing was rotten,” said Dr. Fang, who is a professor at
the University of Washington School of Medicine.

Dr. Fang became curious how far the rot extended. To find out, he teamed up with a
fellow editor at the journal, Dr. Arturo Casadevall of the Albert Einstein College of
Medicine in New York. And before long they reached a troubling conclusion: not only
that retractions were rising at an alarming rate, but that retractions were just a
manifestation of a much more profound problem — “a symptom of a dysfunctional
scientific climate,” as Dr. Fang put it.

Dr. Casadevall, now editor in chief of the journal mBio, said he feared that science had
turned into a winner-take-all game with perverse incentives that lead scientists to cut
corners and, in some cases, commit acts of misconduct.

“This is a tremendous threat,” he said.

Last month, in a pair of editorials in Infection and Immunity, the two editors issued a
plea for fundamental reforms. They also presented their concerns at the March 27
meeting of the National Academies of Sciences committee on science, technology and the
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Males Are Overrepresented among Life Science Researchers
Committing Scientific Misconduct

Ferric C. Fang,a Joan W. Bennett,b Arturo Casadevallc

Departments of Laboratory Medicine and Microbiology, University of Washington, School of Medicine, Seattle, Washington, USAa; Department of Plant Biology and
Pathology, Rutgers University, New Brunswick, New Jersey, USAb; Departments of Microbiology & Immunology and Medicine, Albert Einstein College of Medicine, Bronx,
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ABSTRACT A review of the United States Office of Research Integrity annual reports identified 228 individuals who have commit-
ted misconduct, of which 94% involved fraud. Analysis of the data by career stage and gender revealed that misconduct occurred
across the entire career spectrum from trainee to senior scientist and that two-thirds of the individuals found to have committed
misconduct were male. This exceeds the overall proportion of males among life science trainees and faculty. These observations
underscore the need for additional efforts to understand scientific misconduct and to ensure the responsible conduct of re-
search.

IMPORTANCE As many of humanity’s greatest problems require scientific solutions, it is critical for the scientific enterprise to
function optimally. Misconduct threatens the scientific enterprise by undermining trust in the validity of scientific findings. We
have examined specific demographic characteristics of individuals found to have committed research misconduct in the life sci-
ences. Our finding that misconduct occurs across all stages of career development suggests that attention to ethical aspects of the
conduct of science should not be limited to those in training. The observation that males are overrepresented among those who
commit misconduct implies a gender difference that needs to be better understood in any effort to promote research integrity.
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With our colleague Grant Steen, two of us (F.F. and A.C.)
recently studied all 2,047 retracted scientific articles indexed

by PubMed as of 3 May 2012 (1). Unexpectedly, we found that
misconduct is responsible for most retracted articles and that
fraud or suspected fraud is the most common form of miscon-
duct. Moreover, the incidence of retractions due to fraud is in-
creasing, a trend that should be concerning to scientists and non-
scientists alike. To devise effective strategies to reduce scientific
misconduct, it will be essential to understand why scientists com-
mit misconduct. However, deducing the motives for misconduct
from the study of retractions alone is difficult, because retraction
notices provide limited information, and many instances of mis-
conduct do not result in retracted publications.

We therefore undertook an alternative approach by reviewing
the findings of misconduct summarized in the annual reports of
the U.S. Office of Research Integrity (ORI) (http://ori.hhs.gov
/about-ori). The ORI is responsible for promoting the responsible
conduct of research and overseeing the investigation of miscon-
duct allegations relating to research supported by the Department
of Health and Human Services. From 1994 to the present, the
annual reports detail 228 individuals found by the ORI to have
committed misconduct (2, 3). Fraud was involved in 215 (94%) of
these cases. The total number of ORI investigations performed
over this period is not known. However, data from the first
ten years indicate that approximately one-half of ORI investiga-

tions conclude with a finding of misconduct (3). Although we
expected most cases of misconduct to involve research trainees,
we found that only 40% of instances of misconduct were attrib-
uted to a postdoctoral fellow (25%) or student (16%). Faculty
members (32%) and other research personnel (28%) were re-
sponsible for the remaining instances of misconduct, and these
included both junior and senior faculty members, research scien-
tists, technicians, study coordinators, and interviewers.

We were able to determine the gender of the individual com-
mitting misconduct in all but a single case, and 149 (65%) were
male. However, the gender predominance varied according to ac-
ademic rank. An overwhelming 88% of faculty members commit-
ting misconduct were male, compared with 69% of postdocs, 58%
of students, and 42% of other research personnel (Fig. 1). The
male-female distribution of postdocs and students corresponds
with the gender distribution of postdocs and students in science
and engineering fields (4). However, nearly all instances of mis-
conduct investigated by the ORI involved research in the life sci-
ences, and the proportion of male trainees among those commit-
ting misconduct was greater than would be predicted from the
gender distribution of life sciences trainees. Males also were sub-
stantially overrepresented among faculty committing misconduct
in comparison to their proportion among science and engineering
faculty overall, and the difference is even more pronounced for
faculty in the life sciences (5). Of the 72 faculty members found to

OBSERVATION

January/February 2013 Volume 4 Issue 1 e00640-12 ® mbio.asm.org 1

INFECTION AND IMMUNITY, Oct. 2011, p. 3855–3859 Vol. 79, No. 10
0019-9567/11/$12.00 doi:10.1128/IAI.05661-11
Copyright © 2011, American Society for Microbiology. All Rights Reserved.

EDITORIAL
Retracted Science and the Retraction Index!

Articles may be retracted when their findings are no longer considered trustworthy due to scientific
misconduct or error, they plagiarize previously published work, or they are found to violate ethical guidelines.
Using a novel measure that we call the “retraction index,” we found that the frequency of retraction varies
among journals and shows a strong correlation with the journal impact factor. Although retractions are
relatively rare, the retraction process is essential for correcting the literature and maintaining trust in the
scientific process.

“A man who has committed a mistake, and doesn’t
correct it, is committing another mistake.”

—attributed to Confucius

Of more than 28,000 articles in its 40-year history, Infection
and Immunity has issued only 15 retractions. Six of these were
issued this year and arose from a single laboratory (52–55, 87,
89). This has prompted us to reflect on the process of manu-
script retraction and its importance for science and to add to
our essay series commenting on the descriptors and qualifiers
of present-day science (13–16, 27, 28).

Reasons for retraction. Eight of the articles retracted by
Infection and Immunity, including the six most recent instances,
were found to contain digital figures that had been inappro-
priately manipulated (51–55, 78, 87, 89). Six of the others were
retracted by the authors after they determined their previously
reported findings to be unreliable: two were unable to confirm
their original results (42, 67), one discovered that a cDNA
library was actually obtained from another organism (38), and
three found a critical reagent to be impure (19, 49, 61). The
remaining article was retracted due to extensive plagiarism
(43). This is a reasonably representative sample of the reasons
for manuscript retraction discussed in guidelines from the
Committee on Publication Ethics (COPE) (93, 94). A COPE
survey of Medline retractions from 1988 to 2004 found 40% of
retracted articles to be attributed to honest error or nonrepli-
cable findings, 28% to research misconduct, 17% to redundant
publication, and 15% to other or unstated reasons. Research
misconduct is classified as falsification or fabrication, with fal-
sification defined as the manipulation of materials, processes,
or data to misrepresent results and fabrication defined as
reporting the results of experiments that were not actually
performed (57). Plagiarism refers to the misrepresentation
of another’s ideas or words as one’s own and includes self-
plagiarism, sometimes referred to as redundant publication.
While some have criticized the term “self-plagiarism” on
semantic grounds (7), it has nevertheless proven to be a
useful way to describe the practices of publishing the same
article in more than one journal or recycling large sections of
text in more than one article.

Are retractions becoming more frequent? Overall, manu-
script retraction appears to be occurring more frequently, al-
though it is uncertain whether this is a result of increasing

misconduct or simply increasing detection due to enhanced
vigilance. Steen reviewed 742 retracted articles and found that
the number of retracted articles has risen approximately 10-
fold over the past decade, with the greatest increase among
those retracted due to misconduct (83). Although errors cer-
tainly account for the greatest proportion of retracted articles
(56), Steen has argued that many retractions are a conse-
quence of deliberate attempts by an author to deceive (84).
Most scientists feel that research misconduct is uncommon.
However, a meta-analysis of survey data reported that 2% of
scientists report having committed serious research miscon-
duct at least once, and one-third admit to having engaged in
questionable research practices (26). Given the stigma associ-
ated with retractions and the challenges in detecting miscon-
duct, it is likely that retractions represent only the tip of the
iceberg (65). Last year, the journalists Ivan Oransky and Adam
Marcus launched a blog called “Retraction Watch,” which is
devoted to the examination of retracted articles “as a window
into the scientific process” (60); sadly, they seem to have no
trouble finding material.

ASM ethical guidelines and retraction policy. A 2004 survey
found that many scientific journals lack formal retraction pol-
icies (5). However, the journals of the American Society for
Microbiology have specific guidelines for ethical conduct and
retractions, which are detailed in the Instructions to Authors
(3). These guidelines define plagiarism as well as the fabrica-
tion, manipulation, or falsification of data. In addition, the
ASM guidelines distinguish between retractions, which are re-
served for major errors or misconduct that call the conclusions
of an article into question, and errata or authors’ corrections,
which rectify minor errors. The issue of manipulation of com-
puter-generated images is specifically addressed, with image
processing acceptable only if applied to all parts of an image.
The interested reader is referred to an excellent commentary
by the editors of the Journal of Cell Biology for an extensive
discussion of inappropriate digital-image manipulation (68).

Although journals have an important role to play, they do
not have primary responsibility for investigating possible sci-
entific misconduct. That responsibility rests with the author’s
institution (79, 82) and, if funding from the U.S. Department
of Health and Human Services is involved, the Office of Re-
search Integrity. Nevertheless, if an editor has concerns about
the validity of data in a submitted manuscript, the editor has
the prerogative to request that authors provide their raw data
for review. If misconduct is suspected, the journal should con-! Published ahead of print on 8 August 2011.
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Or	  growing	  ability	  to	  respond	  to	  
misconduct	  and	  retract?	  



0.0	  

0.2	  

0.4	  

0.6	  

0.8	  

1.0	  

1.2	  

1.4	  

1.6	  

1.8	  

2.0	  

0	  

0.002	  

0.004	  

0.006	  

0.008	  

0.01	  

0.012	  
19
01
	  

19
06
	  

19
11
	  

19
16
	  

19
21
	  

19
26
	  

19
31
	  

19
36
	  

19
41
	  

19
46
	  

19
51
	  

19
56
	  

19
61
	  

19
66
	  

19
71
	  

19
76
	  

19
81
	  

19
86
	  

19
91
	  

19
96
	  

20
01
	  

20
06
	  

20
11
	  

0	  

0.0001	  

0.0002	  

19
88
	  

19
90
	  

19
92
	  

19
94
	  

19
96
	  

19
98
	  

20
00
	  

20
02
	  

20
04
	  

20
06
	  

20
08
	  

20
10
	  

20
12
	  

records	  in	  W
eb	  of	  Science	  (m

illions)	  

Propor%on	  of	  correc%ons	  and	  retrac%ons,	  1901-‐2012	  

0"

0.002"

0.004"

0.006"

0.008"

0.01"

0.012"
19
01
"

19
06
"

19
11
"

19
16
"

19
21
"

19
26
"

19
31
"

19
36
"

19
41
"

19
46
"

19
51
"

19
56
"

19
61
"

19
66
"

19
71
"

19
76
"

19
81
"

19
86
"

19
91
"

19
96
"

20
01
"

20
06
"

20
11
"

(Fanelli	  2013,	  PLoS	  Medicine)	  

RetracIons	  are	  a	  recent	  “invenIon”	  
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So	  we	  have	  nothing	  to	  worry	  about?	  

Clear	  evidence	  that	  
awareness	  is	  growing	  

	  
No	  conclusive	  evidence	  that	  

misconduct	  is	  growing	  



In spite of these results, for all databases there was a tendency for studies reporting in
the abstract significant differences to increase faster than those which failed to do so.
Hence, there was a decrease through time in the ratio of non-significant to significant
results, which was consistent across the databases analyzed (Fig. 2). This decreasing ratio
applied also for other databases with very little reporting of statistical differences in titles
and/or abstracts such as the ISI Conference Proceedings database (n = 18, R2 = 0.50,
y = 55 - 0.027x, slope s.e. = 0.007, p\ 0.001) and the Arts and Humanities Citation
Index (n = 17, R2 = 0.24, y = 57 - 0.028x, slope s.e. = 0.013, p = 0.04).

These results were confirmed when searching in Web of Science (all Citation Indexes)
for some fields/topics in the natural sciences such as biology, energy and environment
(Table 1). There was instead no significant variation in the ratio of the proportion of papers
reporting in the abstract the absence versus the presence of significant differences for
papers dealing with biodiversity, chemistry, computers, engineering, genetics, psychology
and quantum (physics).

In the medical sciences, the worsening of the file drawer problem was more generalized,
with a significant decrease of the ratio of the proportion of papers reporting in the abstract
the absence versus the presence of significant differences for fields such as immunology,
infection, research on malaria and obesity, as well as oncology and pharmacology
(Table 2). Exception to this trend was made by papers on AIDS/HIV, epidemiology,
neurology and by those retrieved with the generic keyword ‘health’. For the medical
sciences studied, there was a generally higher proportion of papers reporting the absence of
significant differences than in the non-medical fields investigated (Tables 1, 2). Similarly,
the ratio of papers reporting the absence versus the presence of significant differences was

n = 18, y = 32 - 0.01x, R2 = 0.72, p < 0.001
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Fig. 2 Proportion of papers (per 1000) in a the Science Citation Index, b Medline, c the Social Science
Citation Index, and d CAB Abstracts, reporting the absence or presence of significant differences in the title/
abstract, as of March 2009. The ratio between the two variables is provided with a regression line (secondary
y-axis)

Worsening file-drawer problem 197
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(by	  corresponding	  author)	  
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(2008-‐2009,	  sampled	  by	  country)	  

The	  “US	  effect”	  ?	  



US	  studies	  overesImate	  effect	  sizes	  in	  
“soqer”	  studies	  

(Fanelli	  and	  Ioannidis	  2013,	  PNAS)	  

parameters that are purely biological [nonbehavioral (NB)], purely
behavioral (BE), or a combination of the two [biobehavioral (BB)].

Results
We first divided each primary effect size by the summary effect size
of its meta-analysis. As shown in Fig. 1 (Fig. S1 shows the complete
range), primary studies from the biological (NB) meta-analyses are
characterized by a relatively ordered distribution, with studies de-
viating from the “true” effect (summary effect size) in inverse pro-
portion to their precision (i.e., by the inverse of their SE). This is
exactly what we expect when fluctuations in study outcomes are
relatively unbiased and determined primarily by sampling variance.
Studies from the behavioral meta-analyses, however, had visibly
less-ordered distributions, their dispersion being greater and less
dependent on study size (Fig. 1). This is particularly the case for
those having purely behavioral outcomes (BE) as opposed to those
combining behavioral and nonbehavioral measurements (BB).
We tested for statistical differences in the distributions showed

in Fig. 1 using two measures, which we called “deviation score”
and “expectation factor.” The deviation score simply folds the
distributions in Fig. 1 and thus measures the absolute tendency
to deviate from the summary effect size. The expectation factor
consists of a dummy variable that gives a score of 1 to meta-
analyses whose experimental hypothesis predicted odds ratio
(OR) >1 and a score of 0 to those predicting the opposite. A
significant positive effect of this predictor suggests that values of
the deviation score are not distributed at random because they
favor the experimental hypothesis (Methods gives details).
To account for the possible nonindependence of values repor-

ted within each meta-analysis [for example, because in some fields
extreme values are more likely to be published (4)], we included
a random intercept in regression models (33, 34, 35). Indeed,
random effects at the meta-analysis level alone accounted for circa
14% of the variance in deviation scores (variance of intercept ±
SD = 0.0043 ± 0.655, residual = 0.0272 ± 0.1649). Controlling for
this effect, study size, measured by the study’s SE, was the stron-
gest predictor of deviation score (0.24[0.21, 0.28]), as we would
expect because small studies’ outcomes are more likely to fluctu-
ate. Henceforth, all generalized linear model results are weighted
by SE, as required in metaregression, unless differently specified.
The chronological order of appearance of a study within the meta-

analysis had a small, yet statistically significant, additional effect
(inverse-variance weighted multilevel regression: 0.01[0.01, 0.02]).
Controlling for the effects above, BE/BB studies had signifi-

cantly larger deviation scores than NB (0.07[0.06, 0.1]), the effect
being stronger in BE than in BB (respectively, 0.08[0.06, 0.11]
and 0.05[0.03, 0.09]). Geographical location of corresponding
author modulated these effects. The likelihood to deviate was
significantly higher for US studies compared with those from all
countries (Table 1), and particularly European Union-15 coun-
tries (Table 2), but the effect only occurred in BE/BB, and was
stronger in BE. The effect of study size on deviation, instead, was
weaker in BB/BE than in NB and was stronger for non-US
countries, particularly for European Union-15 countries and in
BE (Tables 1 and 2).
Interaction terms between country and the expectation factor—

which could only be applied to BE/BB (Methods)—had signifi-
cantly stronger values for the United States (Tables 3 and 4),
which suggests that the United States are more likely than other
countries to overestimate effects in the direction that favors the
experimental hypothesis.
We assessed a number of confounding factors and alternative

approaches to measuring and analyzing these patterns, finding
results in most cases to be robust. We hypothesized that con-
verting some of the original outcomes (i.e., Cohen’s d and
Hedges’ g) to odds ratio might have introduced a bias (Methods
gives further details), and that meta-analyses from non-US and
non-European countries might be subject to methodological
shortcomings, as suggested by previous studies (29). Although we
did detect small significant effects linked to both these factors,
the central findings of this study were independent of these
(indeed, the effects were stronger once controlling for these
factors) as well as of year of publication of meta-analysis and
number of authors of primary study, which we tested as an ad-
ditional proxy of study size and quality (Tables S1 and S2).
Similar results were obtained if the deviation score was calcu-
lated using a fixed-effects model or using the summary estimate
reported in the original meta-analysis (Tables S3 and S4). We
repeated the analyses using a different measure of deviation (i.e.,
scaling primary effect sizes around meta-analytical summary
estimates), again observing similar patterns (e.g., Table S5).
When analyses were run on an unweighted scaled deviation,
however, we obtained extreme contradictory values between
disciplines, and no overall US effect (e.g., Table S6). Finally, we
tried rescaling the SEs to cancel differences in average study size
between meta-analyses. Despite the loss of information, effects
were unchanged in direction and magnitude, although only those
for the deviation score were nominally statistically significant
(Tables S7 and S8).

Discussion
We sampled 82 recent meta-analyses, extracted nearly 1,200
primary study outcomes, and measured how each of these latter
deviated from the overall summary estimate—which by as-
sumption should approximate the true effect that primary studies
were trying to measure. Nonbehavioral biological studies largely
drawn from the genetics literature fluctuated mostly because of
sampling error and showed greater small-study effects, particu-
larly when corresponding authors were not based in the United
States. Conversely, behavioral studies were significantly more
likely to report extreme effects, and those with a corresponding
author in the US were significantly more likely to deviate in the
direction predicted by their experimental hypotheses, particu-
larly when their outcome did not include biological (e.g., physi-
ological) parameters. These findings are best explained as the
effect of an interaction between the strength of researchers’ ex-
pectancy effects and their field’s level of softness (i.e., low meth-
odological consensus and high complexity of subject matter).

Fig. 1. Magnitude of effect sizes of primary studies relative to the summary
effect size in their respective meta-analysis, partitioned by geographical
origin of their corresponding author and by type of study. Size of circle is
proportional to study size, measured by the SE. For illustration purposes,
here size is equal to ln(2/SE). The value of 0 corresponds to a perfect
matching between primary study and the summary effect size calculated
from the study’s meta-analysis, using a random effects model. The range of
values was limited to −1 +1 to show more details. The complete range is given
in Fig. S1. AS, China, Japan, South Korea, Taiwan, Singapore, and India; EU15,
European Union-15 countries; o, all other countries; US, United States.
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the reward and evaluation system of the American university
system (cf. Borghans & Cörver, 2010). On many fronts,
including demography, the United States is the country
where most leading demographic centers are situated, where
the most influential scholars currently work and live, and
where the most influential journals like Demography and
Population and Development Review are based (Van Dalen
& Henkens, 1999). On some points of specialization, the
United States is closely followed by centers in Australia,
Western Europe, and Canada. Still, our hypothesis is that the
United States sets the standard in demography and in the
professionalization of science, and by looking at region-
specific effects one may be able to trace elements of such
Americanization. We have used four types of countries that
are relevant for the case of demography:

1. The United States as the scientific leader
2. Other Anglo-Saxon countries: The competitors from

Australia, Canada, and the U.K.
3. Western Europe (excluding the U.K.)
4. Emerging economies: Competitors in emerging econo-

mies and developing countries (which includes Africa,
Asia, Latin America, Eastern Europe, and New Zealand)

In the Appendix, we present a ranking based on publication
records in the top-10 demography journals for the years
2000–2010 (based on ISI, 2011). The leadership status of the
United States is quite clear, as 61% of all publication records
are produced with the involvement of authors affiliated with
U.S.-based institutions.

Perceived Publication Pressure
and Consequences

Perceived Publication Pressure

How do scientists perceive the publish-or-perish culture?
As a first step in getting a grip on it, we asked whether
respondents agree or disagree with the statement, “The
pressure to publish in my organization is high.” This
straightforward question already provides us with a clear
picture of the publication pressure around the world. In the
United States and its Anglo-Saxon competitors, the pressure
is felt to be quite high: 74% of U.S. scholars agree that it is
high, and 71% of scholars residing in other Anglo-Saxon
countries agree with the statement. This is considerably
higher than in Western Europe (59% agrees) or the emerg-
ing economies (52%). To see more clearly who feels the
pressure of publication, we have regressed the perceived
publication pressure by a number of plausible explanatory
factors (see Table 1).

The first column shows that regional differences are quite
large and seem to suggest that the Americanization of
demography has not yet affected Western Europe and
emerging economies in terms of pressure. The coefficients
for the latter two regions suggest substantial differences, but
a formal test of coefficients suggests that these differences
are not significant. Scholars residing in (non-U.S.) Anglo-
Saxon countries feel more or less the same level of pressure
as U.S. scholars. The publication pressure is primarily an
academic affair, as those working outside academia feel

TABLE 1. Who feels the pressure to publish-or-perish and who is productive? Explaining agreement on publication pressure in academics’ own
organization and publication productivity.

Agreement to “The pressure to publish is high in my organization” Number of publications (last year)

I II

Coefficient t Value Coefficient t Value

Regions: (U.S. = 0)
Canada, U.K., Australia -0.34 1.22 -0.25 0.91
Western Europe (excl. U.K.) -0.89** 3.67 -0.66** 2.70
Asia, Africa, Latin America, Eastern Europe -1.08** 5.10 -1.16** 5.35

Age -0.02** 3.11 -0.02* 2.35
Gender (male = 0) 0.30* 2.08 -0.12 0.77
Level of applied/fundamental work

(applied = 0)
Equally applied/fundamental 0.10 0.63 -0.01 0.05
Fundamental 0.33 1.74 0.16 0.84

Level of function (PhD graduate = 0)
Assistant professor/researcher -0.01 0.03 1.17** 4.21
Associate professor/researcher 0.35 1.40 1.26** 4.39
Full professor 0.27 0.96 1.85** 5.75
Other (outside academia/retired) -0.97** 3.55 -0.13 0.41

University (no = 0, yes =1) 0.93** 5.79 0.25 1.49
N 748 699
Pseudo R2 0.08 0.07

Note. Method of analysis ordered logit of five categories: Fully disagree, Disagree; Neither agree nor disagree, Agree, Fully agree.
*p < 0.05. **p < .01.
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 survey to members of an international association for demographers (IUSSP) 

(van Dalen and Henkens 2012, JASIST) 

Growing pressures in the US?	  



Growing bias with productivity, in USA? 

Logistic regression: 
b = 1.383 ±0.682, P= 0.043 
Odds-Ratio (95%CI)= 3.988 (1.0–15.2) 

(Fanelli 2010, PLoS ONE) 



In	  sum…	  

•  RetracIons	  are	  not	  growing	  
•  US	  ORI	  findings	  of	  misconduct	  are	  not	  growing	  
•  But…	  
•  Pressure	  to	  publish	  are	  growing	  

– Higher	  in	  USA	  
•  Biases	  in	  the	  literature	  are	  growing	  

– Higher	  in	  USA	  
•  So…	  

– Are	  researchers	  commisng	  more	  misconduct?	  
– Are	  US	  researchers	  commisng	  more	  misconduct?	  



Scientists who admit  
fabrication, falsification, or 
alteration of results 

1.97% (N=7, 95%CI: 0.86-4.45)  

Scientists who know a colleague 
who fabricated, falsified, or 
altered results 

14.12% (N=12, 95% CI: 9.91-19.72)  

Are	  scienIsts	  becoming	  more	  honest?	  

b= -0.14±0.05 
P=0.006 

Or	  less	  likely	  to	  admit	  it	  in	  surveys?	  
(Fanelli 2009, PLoS ONE) 



N = 23 (6 studies), crude unweighted mean: 28.53%,
95%CI = 18.85–38.2). When surveys asked about more generic
questions (e.g. ‘‘do you have knowledge of any cases of fraud?’’
[29,30]) or defined misconduct in more comprehensive ways (e.g.
‘‘experimental deficiencies, reporting deficiencies, misrepresenta-
tion of data, falsification of data’’ [30]) between 12% and 92%
replied affirmatively (Table S3) (N = 10 (seven studies), crude
unweighted mean: 46.24, 95%CI = 16.53–75.95).

In discussing their results, three studies [27,29,31] considered
them to be conservative, four [30,32,33,34] suggested that they
overestimated the actual occurrence of misconduct, and the
remaining 13 made no clear statement.

Scientists reporting misconduct. Five of the included
studies asked respondents what they had done to correct or
prevent the act of misconduct they had witnessed. Around half of
the alleged cases of misconduct had any action taken against them
(Table 2). No study asked if these actions had the expected
outcome. One survey [27] found that 29% of the cases of
misconduct known by respondents were never discovered.

Factors influencing responses. Methodological differences
between studies explained a large portion of the variance among

effect sizes (N = 15, one outcome per study, Table 3). Lower
percentages of misconduct were reported in self reports, in surveys
using the words ‘‘falsification’’ or ‘‘fabrication’’, and in mailed
surveys. Mailed surveys had also higher response rates than
handed-out surveys (Mean: 26.63%62.67SE and
48.53%64.02SE respectively, t-test: t = 22.812, df = 16,
P = 0.013), while no difference in response rates was observed
between self- and non-self-reports (Mean: 42.4466.24SE and
44.4465.1SE respectively, t = 20.246, P = 0.809) and between
surveys using or not ‘‘fabrication or falsification’’ (Mean:
42.98%66.0SE and 44.5164.76SE respectively, t = 20.19,
P = 0.85). Excluding all surveys that were not mailed, were not
self-reports and that did not use the words ‘‘falsification’’ or
‘‘fabrication’’ yielded a maximally conservative pooled weighted
estimate of 0.64% (N = 3, 95%CI: 0.25–1.63).

When the three methodological factors above where controlled
for, a significant effect was found for surveys targeted at medical
and clinical researchers, who reported higher percentages of
misconduct than respondents in biomedical research and other
fields (Table 3). The effect of this parameter would remain
significant if Bonferroni-corrected for multiple comparisons. If self-

Table 2. Actions taken against misconduct.

ID N cases Action taken %

Tangney, 1987 [32] 78 Took some action to verify their suspicions of fraud or to remedy the situation 46

Rankin, 1997 [57] 31 [ffp] In alleged cases of scientific misconduct a disciplinary action was taken by the dean 32.4

Some authority was involved in a disciplinary action 20.5

Ranstam, 2000 [46] 49 I interfered to prevent it from happening 28.6

I reported it to a relevant person or organization 22.4

Kattenbraker, 2007 [61] 33 Confronted individual 55.5

Reported to supervisor 36.4

Reported to Institutional Review Board 12.1

Discussed with colleagues 36.4

Titus, 2008 [31] 115 [ffp] The suspected misconduct was reported by the survey respondent 24.4

The suspected misconduct was reported by someone else 33.3

Abbreviations: ‘‘N cases’’ is the total number of cases of misconduct observed by respondents, [ffp] indicates that the number includes cases of plagiarism, ‘‘%’’ is the
percentage of cases that had the specified action taken against them. All responses are mutually exclusive except in Kattenbraker 2007.
doi:10.1371/journal.pone.0005738.t002

Table 3. Inverse variance-weighted regression on admission rates.

Variable B6SE P Stand. Coeff. Model R2

Base Model Constant 24.5360.81 ,0.0001 0 0.82

Self-/Non-self 23.0260.38 ,0.0001 21.04

Mailed/Handed 21.1760.4 0.0032 20.33

‘‘Fabricated, Falsified’’/‘‘Modified’’ 21.0260.39 0.0086 20.34

Candidate co-variables Year 20.0360.03 0.3 20.14 0.83

USA/other 20.7160.4 0.08 20.2 0.85

Researcher/other 20.3360.33 0.32 20.11 0.83

Biomedical/other 0.1760.39 0.66 0.06 0.82

Medical/other 0.8560.28 0.0022 0.29 0.89

Social Sc./other 20.0360.37 0.94 20.01 0.82

The table shows model parameters of an initial model including three methodological factors (top four rows) and the parameter values for each sample characteristic,
entered one at a time in the basic model. All variables are binary. Regression slopes measure the change in admission rates when respondents fall in the first category.
doi:10.1371/journal.pone.0005738.t003

How Many Falsify Research?

PLoS ONE | www.plosone.org 7 May 2009 | Volume 4 | Issue 5 | e5738

Are	  US	  scienIsts	  more	  honest?	  

(Fanelli 2009, PLoS ONE) 

Or	  less	  likely	  to	  admit	  it	  in	  surveys?	  



Is	  our	  growing	  awareness	  of	  integrity	  
a	  growing	  challenge	  for	  scienIfic	  integrity?	  

•  Growing	  awareness	  of	  «	  the	  rules	  »	  +	  
•  Growing	  pressures	  to	  perform	  =	  

(For	  infos	  and	  all	  references:	  	  danielefanelli.com)	  

[doping	  cartoon]	  


